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Kurzfassung

In der industriellen Praxis pragen etablierte Prozesse, spezialisierte Werkzeuge und proprietare Softwarelésungen
seit Jahrzehnten die aerodynamische Analyse und Optimierung. Viele dieser Systeme sind technisch ausgereift
und liefern verlassliche Ergebnisse, weisen jedoch Einschrankungen bei der Flexibilitdt und der Integration in mo-
derne, automatisierte Entwicklungsumgebungen auf. Besonders herausfordernd ist der Umgang mit sogenannten
Legacy-Codes — historisch gewachsenen, haufig monolithischen Programmen, die urspriinglich fir manuelle und
disziplinar getrennte Analysen entwickelt wurden. lhre Anpassung an vernetzte, multidisziplinare Workflows ist oft
nur mit erheblichem Aufwand méglich.

Diese Arbeit beschreibt die Entwicklung eines gradientenbasierten Optimierungsrahmens fir Low-Fidelity-
Aerodynamik, der einen bestehenden internen Legacy-L&ser direkt einbindet. Durch die Implementierung einer
definierten Programmierschnittstelle (API) wird dieser ehemals abgeschlossene Code nahtlos mit dem Python-
basierten Prozess-Framework OpenMDAO der NASA gekoppelt. Dadurch werden sowohl die Transparenz als auch
die Wiederverwendbarkeit und Erweiterbarkeit des Codes erheblich verbessert. Gleichzeitig entsteht die Mdglichkeit,
den Solver in hierarchisch aufgebauten Optimierungsprozessen einzusetzen — von einfachen Einzelpunktanalysen
bis hin zu komplexen Multi-Point- und Multi-Objective-Szenarien.

Die Leistungsféahigkeit des entwickelten Frameworks wird exemplarisch anhand einer generischen Geometrie
demonstriert. Im Fokus steht die Optimierung der duBeren Formgebung (Outer Shape), wobei auf Basis von Low-
Fidelity-Modellen signifikante Verbesserungen erzielt werden. Der Ansatz ermdglicht schnelle Entwurfsiterationen
bei geringen Rechenressourcen, was den Entwicklungszyklus splrbar verkirzt. Darliber hinaus zeigt die Arbeit,
dass eine gezielte Modernisierung bestehender Softwareldsungen eine nachhaltige Alternative zur vollstandigen
Neuentwicklung darstellen kann — insbesondere, wenn bestehendes Know-how und bewéhrte Rechenkerne weiter
genutzt werden sollen.

Damit leistet die Arbeit einen praxisnahen Beitrag zur Weiterentwicklung industrieller Entwicklungsprozesse.
Sie zeigt einen Weg auf, wie traditionelle Werkzeuge durch gezielte Modernisierung in zukunftsfahige, automatisier-

te Optimierungsumgebungen Uberfiihrt werden kdnnen, um den steigenden Anforderungen an Effizienz, Integration
und Innovationsgeschwindigkeit im Bereich der aerodynamischen Auslegung gerecht zu werden.
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aerodynamischer Anstellwinkel
aerodynamischer Schiebewinkel
aerodynamischer Rollwinkel
Ruderausschlagwinkel fir Roll-Kkommando
Ruderausschlagwinkel fir Nick-Kommando
Ruderausschlagwinkel fir Gier-Kommando
Dichte

aerodynamische GréBen

integraler Kraftbeiwert

integraler Auftriebsbeiwert

integraler Momentenbeiwert

Design Variable

Zielfunktion der Optimierung
Erdbeschleunigung

Indize fiir Design Variable

Indize fur Flight Point Nummer

Masse

Machzahl

Anzahl der Design Variablen

Anzahl der Flight Points

Residualvektor

Referenzflache

Trimvektor

Geschwindigkeit

Geometrieparameter

Hoch- und Tiefstellungen

(-)a Ableitung nach «

(-)n Ableitung nach 7

(-)eg Schwerpunkt

() Indize fur Design Variable

()5 Indize fur Flight Point Nummer

(..)state  Flugzustandsparameter

() sys Steuerparameter

(..)me*  maximaler Wert

(..)™m™  minimaler Wert

(.)* vorgegebener Wert

Abkiirzungen

API Application Programming Interface

CFD Computational Fluid Dynamics

DoE Design of Experiments

FD Finite-Differenzen

FP Flight Point

GMC Generic Missile Configuration

MDAO Multidisciplinary Design Analysis
and Optimization

VLM Vortex Lattice Method

Alt Flughéhe

CER Control Effectiveness Ratio

LF Load Factor

SM Static Margin
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1. EINLEITUNG

1.1. Motivation

In der industriellen Luft- und Raumfahrtentwicklung
ist die aerodynamische Auslegung zentral. Viele Un-
ternehmen arbeiten jedoch weiterhin mit historisch
gewachsenen, monolithischen Legacy-Codes, die zwar
zuverlassig und ausgereift sind, sich aber nur schwer
in heutige automatisierte, multidisziplindre Workflows
integrieren lassen. Anpassungen erfordern erheblichen
Aufwand und seltenes Expertenwissen, was Moderni-
sierung bremst und Innovationszyklen verlangert.

Diese Arbeit adressiert genau dieses Problem: Ein
bestehender interner Aerodynamik-Léser wird (ber
eine API so erschlossen, dass er sich als Baustein in
ein flexibles Prozess-Framework wie OpenMDAO [1]
integrieren lasst. Dadurch entsteht eine modulare, er-
weiterbare Struktur, die von Einzelpunktanalysen bis zu
Multi-Point- und Multi-Objective-Optimierungen skaliert
und reproduzierbare, effizientere Prozesse ermdglicht.
Fir frihe Entwurfsphasen wird bewusst ein Low-Fidelity-
Ansatz gewahlt: Obwohl weniger detailgenau als hoch-
auflésende CFD, erlauben solche Modelle sehr kurze
Rechenzeiten und damit schnelle Iterationen [2], bevor
in spateren Phasen héherwertige Modelle zum Einsatz
kommen [3].

Die vorgeschlagene Methodik zeigt, wie bewahrte
Inhouse-Werkzeuge durch gezielte Modernisierung in
moderne Optimierungsumgebungen Uberfihrt werden
kdnnen — ohne gewachsene Strukturen aufzugeben —
und schlagt so eine Brlicke zwischen datengetriebener
Produktentwicklung und industrieller Softwarepraxis.

1.2. Anwendungsszenarien

Obgleich sich die konkreten Aufgabenstellungen in der
aerodynamischen Auslegung von Flugkdrpern je nach
Anwendungsfall unterscheiden, weisen viele Szenarien
in ihrer methodischen Grundstruktur Gemeinsamkeiten
auf. Zentraler Ausgangspunkt ist in nahezu allen Fal-
len die Definition des sogenannten Flight Envelope — je-
nes Parameterraums, innerhalb dessen ein Flugkorper
zuverlassig und effizient betrieben werden kann. Die-
ser wird im Allgemeinen durch die Kombination aus Ge-
schwindigkeit und Flughéhe beschrieben, wobei fir jede
mogliche Kombination die aerodynamische Leistungsfa-
higkeit, Stabilitdt und Steuerbarkeit nachzuweisen ist.

Im Rahmen dieser Arbeit erfolgt die methodische Unter-
suchung anhand einer abstrahierten Referenzkonfigura-
tion, die als Generic Missile Configuration 3 (GMC3) be-
zeichnet wird, siehe Abb. 1, sowie im Anhang in Abb.11.

Die hier vorgestellten Analysen demonstrieren exem-
plarisch, wie flugmechanische KenngréBen in einen
Optimierungsprozess integriert werden kénnen. Dabei
werden sowohl Einzelpunktoptimierungen, die sich auf
einen spezifischen Betriebszustand fokussieren, als
auch sogenannte Multi-Point Ansatze bericksichtigt, bei
denen mehrere reprasentative Flugzustéande simultan in
die Optimierung einbezogen werden.
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Abb. 1. Generic Missile Configuration 3 (GMC3)

1.3. Flugmechanische ZielgréBen

Um die aerodynamische Leistungsféhigkeit eines Flug-
kérpers zu bewerten, missen zunéchst die wesentlichen
EinflussgréBen definiert werden. Dazu gehéren einer-
seits die geometrischen Eigenschaften des Flugkdrpers
und andererseits die aktuellen Flugbedingungen (Flight
Conditions) wie Geschwindigkeit und Flughdhe.
Darlber hinaus sind flugmechanische Zustandsgréf3en
wie Anstellwinkel «, Schiebewinkel 5 und Rollwinkel ~,
sowie Steuerflachenausschlage fir die Nick- (), Gier-
(¢) und Rollebene (&) entscheidend [4]. Sie wirken direkt
auf Krafte und Momente und bestimmen damit Fluglage,
Stabilitat und Steuerverhalten. Die Stabilitat, im Folgen-
den Static Margin (SM), ist definiert als

_ 0Cyy [0Cy,
M SM = O / Oa

(aus [5]) mit der statischen Stabilitat

OCr,
Oa '’

(@)

und dem Auftriebsgradient

0Cy,
©) P
Das Steuerverhalten (Control Effectiveness Ratio,
CER) des Systems ist
oC. ocC,
4 CER= "¢ /"
(4) o / o

aus [4]. Die Ableitungen des Momentenbeiwertes C,,,,
werden im Folgenden in verkirzter Schreibweise darge-
stellt: Chy,a, Crny,n-

Ebenfalls ist das Lastvielfache, der Load Factor (LF),
relevant. Dieser ist definiert als:

&  Lp— L. CuseSeppoe?

2 m-g
In einer modularen Betrachtungsweise, wie sie in Mul-
tidisciplinary Design Analysis and Optimization (MDAO)
[6] verfolgt wird, steht nicht die konkrete Analysemetho-
de im Vordergrund, sondern die Integration von Simulati-
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onsbausteinen. Fir die aerodynamische Auslegung be-
deutet dies, dass eine gegebene Geometrie flir definier-
te Flugzustande so bewertet wird, dass der vollstandige
Kraft- und Momentenhaushalt bestimmt werden kann.

2. FAMEWORK-EINBINDUNG

Die aerodynamische Auslegung profitiert in zunehmen-
dem MafBe von einer systematischen Einbindung in
multidisziplindre Optimierungsumgebungen. Um die
Komplexitat der beteiligten Parameter, Zielfunktionen
und Nebenbedingungen in einem konsistenten Rahmen
abbilden zu kénnen, ist der Einsatz geeigneter Frame-
works erforderlich. Diese ermdglichen die Integration
heterogener Werkzeuge, unterstiitzen eine standardi-
sierte Datenhaltung und erlauben die Durchfiihrung
automatisierter, reproduzierbarer und skalierbarer
Optimierungsprozesse.

In der wissenschaftlichen Praxis existieren unterschied-
liche Anséatze, wie beispielsweise GEMSEO [7], Open-
MDAO [1] oder vergleichbare Systeme. Fiir die vorlie-
gende Arbeit wurde das von der NASA entwickelte Fra-
mework OpenMDAO gewahlt, da es die flexible Kopp-
lung von Modellen unterschiedlicher Fidelitatsstufen ge-
stattet, sowohl gradientenfreie als auch gradientenba-
sierte Optimierungsverfahren unterstitzt und durch den
Anschluss externer Solver- und Optimierungsbibliothe-
ken eine hohe methodische Bandbreite abdeckt.

Ein weiterer zentraler Aspekt besteht in der Unter-
stitzung verteilter und paralleler Rechenprozesse,
wodurch insbesondere auf Hochleistungsrechnern
(HPC-Systemen) disziplinlbergreifende Analysen si-
multan durchgefiihrt werden kénnen [8]. Dies ist von
besonderer Relevanz, wenn bestehende Legacy-Codes
in groBskalige Optimierungsprozesse integriert werden
sollen.

Im Folgenden werden methodische Schritte erlautert,
die fUr die Einbettung des in dieser Arbeit verwendeten
aerodynamischen Legacy-Codes notwendig sind: (1)
die Implementierung einer Legacy-Code-Schnittstelle
(Abschnitt 2.1), sowie (2) die Methodische Integration
und die Formulierung exemplarischer Optimierungssze-
narien (Abschnitt 2.2).

2.1. Legacy-Code-API

Der im Rahmen dieser Arbeit eingesetzte Aerodynamik-
Code stellt einen Uber viele Jahre hinweg entwickelten
und gepflegten firmenspezifischen Rechenkern dar. Das
zugrunde liegende firmenspezifische Tool — im Folgen-
den SEAPT genannt — verarbeitet geometrische Defi-
nitionen, Flugzustédnde (Geschwindigkeit, Flughdhe, An-
stellwinkel, Schiebewinkel, Rollwinkel) sowie Ruderaus-
schlage und liefert als Ergebnis integrale Kraft- und Mo-
mentenbeiwerte zuriick. Diese Ausgangsgréf3en bilden
die Grundlage fir die aerodynamische Bewertung.

Zur Modernisierung wurde eine standardisierte Pro-
grammierschnittstelle (Application Programming Inter-
face, API) implementiert, die eine direkte Kopplung
mit der Programmiersprache Python erméglicht. Dies
gestattet eine strukturierte Verwaltung der Eingabepa-
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rameter in Form von Python-Dictionaries sowie deren
erweiterte Ein- und Ausgabefahigkeit auf hierarchische
YAML-Strukturen. Parallel dazu erfolgt die Auswertung
der Simulationsergebnisse in Pandas DataFrames [9],
wodurch eine speicherinterne, effiziente Verarbei-
tung sowie eine flexible Anbindung an nachgelagerte
Analyse- und Optimierungsmodule gewahrleistet wird.
Dabei bleibt der zentrale Rechenkern des Codes ein
unveranderlicher Blackbox-Anteil, der fir jeden Simula-
tionslauf separat ausgefiihrt werden muss. Die Aufgabe
der APl liegt folglich in der transparenten Kapselung der
Eingabe-Ausgabe-Prozesse sowie in der Bereitstellung
der Ergebnisse in standardisierter, weiterverarbeitbarer
Form. Das so entstandene Werkzeug wird im Folgenden
als AutoSEAPT bezeichnet und bietet die Mdglichkeit,
den bestehenden Aerodynamik-Code sowohl unter
Windows- als auch unter Linux-Systemen auszuflihren
und stellt somit eine plattformUbergreifende Lésung dar.
Im Kontext der vorliegenden Arbeit nimmt das Modul
AutoSEAPT die Rolle des zentralen Aerodynamikbau-
steins innerhalb der OpenMDAO-Struktur ein.

2.2. Methodische Integration und Optimierungs-
szenarien

Zur Demonstration der Funktionsweise des Frameworks
sowie zur Bewertung der Leistungsféahigkeit des einge-
bundenen Legacy-Codes AutoSEAPT werden drei Opti-
mierungsszenarien betrachtet.

Die Ergebnisse des Aerodynamikmoduls AutoSEAPT —
insbesondere Kraft- und Momentenbeiwerte — werden
an nachgelagerte Module weitergegeben, die u. a. Trim-
Zustande und zuldssige Lastvielfachbereiche (Load
Factor, LF') bestimmen. Diese hierarchische Anordnung
gewahrleistet, dass aus aerodynamischen Ausgangs-
gréBen direkt missionstaugliche KenngréBen entstehen,
die sowohl als Zielfunktionen als auch als Nebenbedin-
gungen in die Optimierung eingehen. Externe Vorgaben

Flight nvelope
(DoE}

Cre Ly
Clcsy Cony

CER, §41

an

wie der Flight Envelope treten als Uibergeordnete Rand-
bedingungen auf, wahrend disziplindre Teilprozesse (z.
B. Geometrie, Schwerpunkt, Nebenbedingungen) Uber
ein Driver-Modul zur Shape-Optimierung koordiniert
werden. Der grundlegende Prozess ist anhand des
Prozessflussdiagrammes der expliziten Single-Point
Optimierung in Abb. 2 zu erkennen.

Einleitend ist festzuhalten, dass fiir alle Szenarien eine
Abtastung des Flight Envelope auf Basis von DoE-
Verfahren (Design of Experiments) erfolgt. Hierdurch
werden reprasentative Flugzustédnde definiert, die mit
AutoSEAPT automatisiert berechnet werden kdnnen.
Die resultierenden Datensétze dienen als Grundlage fiir
Analyse und Optimierung.

Im Folgenden werden die drei Optimierungsszenari-
en beschrieben.

Szenario 1 — explizite Single-Point Optimierung

Das erste Szenario stellt die methodisch einfachste
Form der Optimierung dar und dient als Referenzfall.
Es handelt sich hierbei um eine explizite Single-Point
Optimierung, d. h. die Optimierung erfolgt an einem
einzelnen, definierten Flugzustand.

Die freie Steuerung liegt vollstdndig beim Optimie-
rer: Parameter wie Anstellwinkel «, Schiebewinkel
£ oder Rollwinkel v sowie Steuerflachenausschlage
(z.B. Hohenruder) werden direkt als Optimierungsva-
riablen behandelt. Der Optimierer kann diese GroéfBen
kontinuierlich variieren, um ein vordefiniertes Ziel
— beispielsweise die Minimierung des Widerstands
oder die Maximierung des Auftriebs-zu-Widerstands-
Verhaltnisses — zu erreichen, vgl. Abb. 2.

Die Nebenbedingungen werden in diesem Szenario
explizit in den Optimierungsprozess integriert. Da-
zu zdhlen insbesondere das momentenfreie Fliegen
(Trim-Bedingung, vgl. [10]) sowie die Einhaltung eines

N
&
N
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5
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Abb. 2. Szenario 1: Prozessflussdiagram des Gesamtsystems der expliziten Single-Point Optimierung
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vorgegebenen Lastvielfaches. Beide Randbedingungen
werden dem Optimierer in Form harter Nebenbedingun-
gen zur Verfligung gestellt. Dies gewdhrleistet, dass die
gefundene Lésung physikalisch konsistent ist und den
geforderten Betriebszustand realistisch abbildet.

Durch das explizite Einbinden aller Nebenbedingungen
steht dem Optimierer ein groBer Designraum zur Verfl-
gung, indem dieser das Design variieren kann.

Szenario 2 — implizite Single-Point Optimierung

Das zweite Szenario baut auf dem zuvor beschriebenen
Ansatz auf, geht jedoch einen Schritt weiter in Richtung
Automatisierung. Es handelt sich um eine implizite
Single-Point Optimierung, bei der die zuvor explizit
formulierten Nebenbedingungen bereits vorab in den
Lésungsprozess integriert werden, vgl. [11].

Zentral ist hierbei die sogenannte Eintrimmung auf
einen vorgegebenen Lastvielfachwert LE*. Der Last-
vielfachwert ist typischerweise durch Anforderungen der
Flight Envelope oder durch missionsspezifische Rand-
bedingungen definiert. Mittels eines Newton-Lésers
wird dieser Wert auf einen passenden Anstellwinkel
abgebildet. Dieser interne Trim-Prozess stellt sicher,
dass der Flugkdrper im betrachteten Zustand das ge-
forderte Lastvielfache erreicht. Darliber hinaus wird
Uber zusatzliche Trim-Loops gewahrleistet, dass der
Flugkérper sowohl in der Nick- als auch in der Gier- und
Rollebene momentenfrei steuerbar bleibt. In diesem
Zusammenhang werden die erforderlichen Steuerfla-
chenauslenkungen automatisch bestimmt, sodass der
betrachtete Flugzustand aerodynamisch konsistent ist.
Der Optimierer erhdlt demnach keine ungetrimmten
Flug- und Kontrollzustédnde, sondern lediglich die bereits
eingetrimmten Zustande, welche die physikalischen
Randbedingungen erfillen.

Die in Abb. 3 dargestellte Trim-Gruppe ist so auf-
gebaut, dass die aerodynamischen Parameter Uber
den Aerodynamik-Solver berechnet und anschlieBend
zur Erfillung mehrerer Gleichgewichtsbedingungen
verwendet werden. Im vorliegenden Fall werden die
Trim-Bedingungen Uber den Lastvielfachwert (LF)
sowie die Momentengleichungen (Ci.z, Crny, Crnz)
formuliert.

AutoSEAPT
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Abb. 3. Szenario 2: Prozessflussdiagramm der Trim-

Gruppe

Zur Einstellung dieser GréBen stehen zwei Arten von
Trim-Parametern zur Verfliigung: die Flugzustandspara-
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meter

(6) Tstate = [CV B ’Y}T,

sowie die Steuerparameter

(7) Totn = [77 13 C}T

Zusammen bilden sie den vollstédndigen Vektor der Frei-
heitsgrade

(8) T= {Tstate TctrI}T = [a Bymg C}T

Die Residuen des Trim-Problems werden durch die
Abweichungen der aerodynamischen GréBen von ihren
Sollwerten gebildet:

LF — LF* ALF*
mx . ] A .
© R =|Cme T Cme| _ |2Cma] L
Cmy — Cpy ACY,,
Cmz—C, ACT .

Hierbei beschreibt LF* den vorgegebenen Lastviel-
fachwert (z.B. LF* = 1 flr den stationaren Horizon-
talflug), wahrend C7, ., Cy,, und C7, . die Sollwerte der
Momentengleichgewichte darstellen (typischerweise
Che = 0,Cr,, = 0,07, = 0). Der Residualvektor R
fasst somit alle Trim-Bedingungen zusammen, die im
Gleichgewichtszustand erflllt sein missen.

Die Sensitivitdten der Residuen beziiglich der Trim-

Parameter ergeben die Trim-Jacobi-Matrix:

OALF* OALF*
OR da ¢
(10) x| : :
OACE, . OACE, .
da T ac

Die Trim-Balance wird in diesem Rahmen als implizi-
tes Residualsystem modelliert. Dadurch entfallt eine
explizite Bestimmung der Trim-Parameter, sondern
sie ergeben sich automatisch durch die Ldsung des
Gleichungssystems R(T') = 0 innerhalb der impliziten
Gruppe. Auf diese Weise wird sichergestellt, dass in
jeder Optimierungsiteration ausschlieBlich getrimmte
Flugzusténde betrachtet werden.

Die Einbindung der Trim Gruppe in das Gesamtsystem
ist in Abb. 18 im Anhang zu sehen.

Die Vorteile dieses Ansatzes sind zweifach: Zum einen
wird die Optimierungsaufgabe deutlich vereinfacht, da
der Optimierer ausschlieBlich mit konsistenten Flugzu-
stdnden arbeitet. Zum anderen wird die Stabilitat des
Optimierungsprozesses erhéht, da die implizite Behand-
lung der Nebenbedingungen die Wahrscheinlichkeit
reduziert, dass unphysikalische Zwischenlésungen
auftreten. Der Preis dieser Vorgehensweise liegt in der
geringeren Transparenz: Da der Optimierer die Trim-
Prozesse nicht direkt kontrolliert, wird die Lésungslogik
stérker durch das Framework und die Solverarchitektur
bestimmt.
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Szenario 3 — implizite Multi-Point Optimierung

Das dritte Szenario stellt die methodisch anspruchs-
vollste Variante dar und entspricht dem industriellen
Bedarf nach robusten Entwirfen. Es handelt sich um
eine Multi-Point Optimierung, in der nicht nur ein ein-
zelner, sondern mehrere reprasentative Flugzustande
gleichzeitig innerhalb der Flight Envelope beriicksichtigt
werden.

Analog zu Szenario 2 wird auch hier die implizite Trim-
Gruppe eingesetzt, um flr jeden betrachteten Flugzu-
stand automatisch die erforderlichen Trim-Parameter zu
bestimmen. Alle Flugzustédnde werden konsistent einge-
trimmt, bevor ihre Ergebnisse in die Optimierung einflie-
Ben.

Jeder dieser Zustdnde wird durch die Trim-Gruppe
in Kombination mit dem Aero-Solver parallel analy-
siert, und die resultierenden Ergebnisse gehen in eine
gemeinsame Zielfunktion ein. Das resultierende Pro-
zessflussdiagramm ist im Anhang in Abb. 19 dargestellt.
Far die aggregierte Zielfunktion aus der gewichteten
Summe der Einzelzustande ergibt sich:

N

fuutipoint () = Z fi(ai(X, T3)),

j=1

(11)

wobei f; die Zielfunktion im Flight Point j beschreibt.
Die Trim-Bedingungen werden fir jeden Flugzustand im-
plizit Gber das erweiterte Residualsystem

LF; — LF}
me ] C* 1
(12) R;(T;) = o ? CT'T’J =0,
my,j — “Ymy,j
Cm,z,j - C:;Lz,j
mit j = 1,..., N, gelést. Der Trim-Parametervektor lau-

tet entsprechend

T
(13) Ty= o5 Bjv my & G o
wobei jeweils sowohl die ZustandsgréBen (a;, 55, v;) als
auch die SteuergréBBen (n;,&;, ;) enthalten sind. Ana-
log zur impliziten Single-Point Optimierung ergibt sich
auch die Trim-Jacobi-Matrix fiir die Multi-Point Optimie-
rung. Damit ist sichergestellt, dass in jedem betrachteten
Flugzustand die Trim-Bedingungen eingehalten werden.
Ziel dieser Methode ist es, eine Geometrie zu finden, die
im gesamten Einsatzbereich eine hohe Leistungsfahig-
keit sicherstellt. Die zentrale Schwierigkeit liegt darin, die
Zielkonflikte zwischen unterschiedlichen Flugzustanden
auszugleichen. Die Multi-Point Optimierung zwingt den
Optimierer daher, einen ausgewogenen Kompromiss zu
finden, der die Gesamtleistung maximiert.
Die Definition der Zielfunktion ist in diesem Szenario frei
wahlbar aus verschiedenen Parametern der einzelnen
Flight Points. So kann beispielsweise der Widerstands-
beiwert wahrend des Cruise-Flugzustandes reduziert
werden, wahrend bestimmte Nebenbedingungen beim
Start eingehalten werden. Durch diese Flexibilitat 1asst
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sich das Optimierungsproblem prazise an die jeweiligen
Anwendungsanforderungen anpassen.

Die Multi-Point Optimierung bietet somit die umfas-
sendste, aber auch die rechenintensivste Methodik. Sie
erfordert eine groBe Zahl von Funktionsauswertungen,
profitiert jedoch besonders von der Parallelisierungsfa-
higkeit (s. [1]) des AutoSEAPT-Tools in Verbindung mit
OpenMDAO.

Die drei beschriebenen Szenarien verdeutlichen die
methodische Bandbreite der aerodynamischen Optimie-
rung. Wéahrend die explizite Single-Point Optimierung
eine transparente, leicht verstéandliche Vorgehensweise
darstellt, bietet die implizite Variante eine effizientere
Einbindung physikalischer Nebenbedingungen. Die
Multipoint-Optimierung schlieBlich stellt in diesem Rah-
men die héchste methodische Stufe dar, da sie eine
robuste Gesamtleistung Uber den gesamten Flight
Envelope hinweg sicherstellt.

3. AERODYNAMISCHE DESIGN-OPTIMIERUNG

Im Rahmen dieser Arbeit wird die Funktionsweise des
entwickelten Optimierungsrahmens anhand des generi-
schen Beispiels GMC3 (vgl. Abb. 1) demonstriert. Ziel ist
es die grundsatzliche Leistungsfahigkeit des Ansatzes in
einem kontrollierten Szenario aufzuzeigen.

Dazu werden die flugmechanischen GréBen CER
und die Static Margin in ein optimales Gleichgewicht
gebracht. Dieses vereinfachte Beispiel erlaubt es, die
Kopplung des Legacy-Solvers mit dem Optimierungsfra-
mework zu testen und zu validieren.

Dazu werden die wesentlichen methodischen Schritte
vorgestellt: die genaue Problemdefinition (Abschnitt 3.1),
die Einbindung und Nutzung von Gradienteninformatio-
nen (Abschnitt 3.2) sowie die Préasentation der Ergebnis-
se der einzelnen Szeanrios (Abschnitt 3.3, Abschnitt 3.4
und Abschnitt 3.5).

3.1. Problemdefinition

Das generische Beispiel orientiert sich hierbei an einem
kleinen Canard-gesteuerten Lenkflugkérper. Im betrach-
teten Fall wird der Einfachheit halber nur Bewegungen
um die Nickachse betrachtet und die Geometrie der
Tragfligel der Konfiguration optimiert. Die Flugzustande
(Flight Points), sowie die Constraints und das Optimie-
rungsziel werden wie folgt defeiniert:

Flight Points

Die Auswahl der Flight Points orientiert sich an drei
mafBgebenden Mandvern bzw. Auslegungspunkten, die
auf einer Mission geflogen werden. Dem Start, dem
stationdren Horizontalflug (dem Cruise-Zustand) und
den engsten Kurvenflug, nachfolgend als Flight Point 1
bis 3 bezeichnet. Die vorgegebenen Flight Points beste-
hen dabei aus der Machzahl (Ma), der Flughdhe (Alt)
und dem Load Factor (LF). Die ausgewahlten Werte
der unterschiedlichen FlightPoints werden so ausge-
wahlt, sodass der jeweilige Zustand naherungsweise
abgebildet wird, s. Tabelle 1.
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FP 1 FP2 FP 3

Mandver | Start | Kurvenflug | Cruise
Ma 0.6 0.8 0.8
Alt 10 10 10
LF 2.0 5.0 1.0

Tab. 1. Flight Points

Nebenbedingungen und Optimierungsziel

Die Nebenbedingungen bestehen aus den flugmecha-
nischen GréBen C., o, Cy, y, der CER und der Static
Margin. In der expliziten Optimierung werden zusétzlich
noch «, 1, Cy,, und der Load Factor beschrénkt, vgl.
Kapitel 2.2. Ebenfalls werden geometrische Nebenbe-
dingungen gesetzt, sodass sich beispielsweise die Po-
sitionen der Fliigel nicht Giberschneiden.

Im vorliegenden Fall wurde das folgende Szenario unter-
sucht: Minimierung der Static Margin bei eingeschrank-
ter CER.

Zur Validierung des entwickelten Frameworks wird zu-
nachst eine Optimierung ohne jegliche Nebenbedingun-
gen durchgefihrt. So wird die prinzipielle Funktion des
Optimierers Uberprift. Zuletzt werden die Nebenbedin-
gungen exakt auf die Zielkonfiguration gesetzt, sodass
im finalen Optimierungslauf die resultierende Geome-
trie fir die Zielkonfiguration bestimmt wird und das Ein-
halten von Nebenbedingungen validiert wird. Die Werte
orientieren sich herbei an grundlegenden Auslegungs-
Richtlinien aus [4] und [10], sowie Werten aus [12]:

In [10] wird fir eine stabile Fluglage gefordert, dass
Cm,o und Cp, , negativ sind, wahrend in [4] fir einen
adaquaten Steuerungsspielraum gefordert wird, dass
|CER| < 1. Daraus folgt, dass 0 < CER < 1 gelten
muss. Gleichzeitig gilt dann, wie ebenfalls in [4] gefor-
dert, dass |Cp, o < |C ] ist.

3.2. Gradientendefinition

Das entwickelte Optimierungs-Framework basiert auf
einem gradientenbasierten Verfahren, sodass die
Berechnung konsistenter Ableitungen zwischen Design-
Variablen, Zwischenparametern und Zielfunktionen
eine zentrale Rolle spielt. Da weder der eingesetzte
Legacy-Code AutoSEAPT noch die weiteren expliziten
Komponenten Gradienteninformationen nativ bereitstel-
len, erfolgt die Bestimmung der Ableitungen innerhalb
der jeweiligen OpenMDAO-Komponenten. Hierbei wird
ein Finite-Differenzen-Ansatz verwendet, bei dem die
Wahl der FD-Schrittweiten einen erheblichen Einfluss
auf die numerische Stabilitdt und die Robustheit der
Ldsung hat.

Ausgangspunkt sind die Design Variables D, die geo-
metrische Freiheitsgrade beschreiben, z. B. Spannweite,
Flugelposition oder diverse Profilparameter. Diese wer-
den in der SEAPT Shape Definition in konkrete Geo-
metriegréBen X Uberfihrt. Auf Basis dieser Geometrie
werden in der Komponente Mass and CoG Definition die

©2026

Masse m sowie der Schwerpunkt X, bestimmt:

(14) X = X(D), Xeg = Xcg(X)'

Die zugehdrigen Sensitivitaten

0X 09X

(15) D X

werden mittels FD approximiert.

Diese GroBen gehen anschlie3end in die aerodynami-
sche Komponente ein, in der der Solver AutoSEAPT auf-
gerufen wird. Dieser liefert aerodynamische GréBen:

(16) a=a(X, 0,1 Xeg),
ac {CL, Cp, Cmy, LF,... }

Die Sensitivitaten der aerodynamischen Gré3en werden
in OpenMDAO explizit fir mehrere EingangsgréBen per
FD deklariert. Neben den Ableitungen nach den Geo-
metrieparametern X und dem Schwerpunkt X, werden
auch die direkten Gradienten nach dem Anstellwinkel «
und dem Ruderwinkel ) bertcksichtigt:

Oa Oa Oa Oa

17 R Ga A
(17) oX’ 0Xcg’ da’ On

Damit ergibt sich fir den Gradienten der Zielfunktion
f(a,X, Xcg, @, n) mit Blick auf die Design-Variablen D
folgende Darstellung:

Wzaf.(@a.é’X+ 0a_ 0Xy OX
(18) da \0X 9D 90X, OX 9D
Oda Oa Oa On af 0X
9 oD an'aD) X D’

Auf diese Weise entsteht eine konsistente Gradienten-
kette, die von den Design-Variablen D Uber die geome-
trischen GréBen X, die Schwerpunktlage X, und die
aerodynamischen Parameter a bis hin zur Zielfunktion f
reicht.

3.3. Explizite Single-Point Optimierung

Fir die explizite Single-Point Optimierung ergibt sich fol-
gendes Optimierungsproblem:

minimize SM (D)
Wrt Di, izl,...,’rLD
subject to D}L.nin < D; < Dmax,

0 < CER < 1,

-2 < SM <0,
Crma & Cppy <0,
—-30° < a&n < 30°
—0.002 < Cy,yy < 0.002,

—10% - LF* < LF < 4+10% - LF™*,



Deutscher Luft- und Raumfahrtkongress 2025

FP1
0.3 —— FP2
— FP3
0.2
£
<y
©
L o1
S
% 0.0
o
wn
-0.1 /\
VAT
0 10 20 30 40

Step

Abb. 5. Evolution der Static Margin in der nicht beschréank-
ten, expliziten Optimierung

mit den Design Variablen D;.

Zunachst wird die unbeschrankten Optimierung betrach-
tet. Mittels des Trends der Zielfunktion ist eine deutliche
Minimierung zu erkennen, s. Abb. 5. Der Optimierer
zeigt das typische Verhalten eines gradientenbasierten
Optimierungsverfahrens und seine Funktionsweise ist
somit validiert. Ebenfalls ist zu erkennen, dass sich die
optimierten Geometrien der verschiedenen Flight Points
unterscheiden (s. Abb. 12 im Anhang), unterschiedliche
Machzahlen und Lastvielfache die Anforderungen an
den Flugkérper verédndern. Somit zeigt sich hier die Not-
wendigkeit eines Multi-Point Optimierungsverfahrens.
Nun werden die Nebenbedingungen auf jene der
Zielkonfiguration gesetzt. Diese Begrenzung der Neben-
bedingungen flhrt auf ein Problem, welches durch die
ungenaue Gradientenberechnung mittels FD verursacht
wird. Bei groBer Wahl der FD-Schritte, wird ein Minimum
gefunden, welches auBBerhalb des zulassigen Bereiches
liegt. Der berechnete Gradient und dementsprechend
die Schrittweite des Optimierers an dieser Stelle, um
in den zulassigen Bereich zu gelangen, ist jedoch so
grofl3, dass sich der Wert der Zielfunktion aus dem Mini-
mum heraus bewegt und der Optimierer keine Lésung
erkennt (s. Abb. 15 im Anhang). Der Optimierer beendet
seine Optimierung mit dem Status Failed mit einem
Ergebnis auBerhab der Nebenbedingungen. Wahit man
die FD-Schrittweite von Beginn an zu niedrig, so findet
der Optimierer zu Beginn an ein Minimum, bleibt jedoch
in diesem Minimum, da die Schrittweite zu niedrig ist
um andere Minima zu erkennen. Um diesem Problem
entgegenzuwirken wird zu Beginn ein groBer FD-Schritt

Iteration
Mach: 0.6
Alt: 1000 m
Alpha: 6.614145 deg | Eto: —13.116551 deg
LoadFactor: 2153271 | CM: 0.001870

SM: dCmy_dAlpha/dCfz_dAlpha: —0.070455
(Xcp—Xcg)/cal.: 0.117364

C—drag: 0.007789 | C-lift: 0.015141
dCM_dAlpha: —0.000202 | dCM_dEta: —0.000056

dCm_dAlpha /dCm_dEta: 3.630631

Objective: —0.070267 >l

Iteration
Mach: 0.8
Alt: 10 m

ID: 055 ID: 03
LoadFactor: 5.793365 | CM: 0.001404

(Xep—Xeg)/cal.: 0.217725
C—drag: 0.006677 | C-lift: 0.006105

dCm_dAlpha/dCm_dEta: 1.000000
Objective: —0.014697

Alpha: 3.036762 deg | Eta: —14.953617 deg

SM: dCmy_dAlpha/dCfz_dAlpha: —0.062539

dCM_dAlpha: ~0.000202 | dCM_dEta: —0.000202

gewadhlt und nach Beendigung der Optimierung, ei-
ne Optimierungs-Iteration identifiziert, dessen Wert
der Zielfunktion innerhalb der Nebenbedingungen ist.
Anhand dieser Geometrie und Anstellwinkel, sowie
Ruderausschlag wird die Iteration mit einer geringeren
FD-Schrittweite neu gestartet. So wird innheralb des zu-
lassigen Bereiches ein Minimum gesucht und gefunden,
s. Abb. 16 im Anhang. Die resultierenden Geometrien
aller Flight Points sind in Abb. 4 dargestellt.

Diese Geometrien unterscheiden sich stark voneinan-
der, da diese unabhangig voneinander optimiert wurden.
Die Notwendigkeit eines Multi-Point Optimierungsverfah-
rens wird hier somit erneut aufgezeigt.

3.4. Implizite Single-Point Optimierung

Fir die implizite Single-Point Optimierung lasst sich das
Optimierungsproblem aufschreiben als

minimize SM (D)
w.rt. D, i=1,...,np
subject to Drin < D; < Drax,

R(T;D;) =0,
0 < CER < 1,

—2 < SM < 0,

Cm,a < 07
Cun < 0.

a, 1, Chyy und der Load Factor werden nicht als Cons-
traint behandelt, sondern werden innerhalb R(T;D)
auf die geforderten Werte eingetrimmt. Der Designraum
wird somit vorab auf jene eingetrimmte Flugzustande
begrenzt. Dementsprechend wird erwartet, dass sich die
optimierten Geometrien nicht allzu stark unterscheiden.
Zunachst wird erneut eine Optimierung ohne jegliche
Nebenbedingungen durchgefihrt, um die Funktion des
Optimierers zu tberprifen. Analog zur expliziten Single-
Point Optimierung ist ein deutlicher Minimierungs-Trend
in den Werten der Zielfunktion erkennbar, s. Abb. 7.
Die Werte des Load Factors und C,,, sind dabei exakt,
wie nach Vorgabe eingehalten. Die Funktionsweise der
Trim-Gruppe ist somit validiert. Aufféllig, im Vergleich
zum Verlauf der Static Margin im unbeschrankten ex-

Iteration ID: 01
Mach: 0.8

At: 10 m
Alpha: 1.783273 deg | Eta: ~7.578992 deg
LoadFactor: 1.499578 | CM: 0.000569

SM: dCmy_dAlpha /dCfz_dAlpha: —0.060606
(Xep—Xcg)/cal.: 0.129821

C—drag: 0.005574 | C-lift: 0.004214
dCM_dAlpha: —0.000156 | dCM_dEta: —0.000155
dCm_dAlpha /dCm_dEta: 1.006452

>1 Objective: —0.059350 >l

Abb. 4. Optimierte Geometrie der expliziten Optimierung der Zielkonfiguration in FP1 (links) bis FP3 (rechts)
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Abb. 7. Evolution der Static Margin in der nicht beschréank-
ten, impliziten Optimierung

pliziten Fall (vgl. Abb. 5), ist dass der Wert der Static
Margin nach weniger lterationen das Minimum erreicht
und im Bereich dieses Minimums nur minimal variiert.
Ebenfalls ist in den Geometrien der Optimierungsergeb-
nisse zu erkennen, dass sich diese aufgrund der unter-
schiedlichen Flugzustédnde unterscheiden, s. Abb. 13 im
Anhang. Jedoch sind diese Unterschiede, wie erwartet,
geringer wie in der expliziten Optimierung, da der Desi-
gnraum aufgrund der Trim-Gruppe eingeschrénkt wird.
Bei Setzung der Nebenbedingungen auf die Werte
der Zielkonfiguration, wird erneut erkennbar, dass der
Optimierer einen Kompromiss, zwischen der Einhaltung
der Nebenbedingungen und unter der Evaluierung
eines Minimums, sucht. Auffallig hierbei ist, dass die
Werte nach weniger lterationen innerhalb des zulas-
sigen Bereichs sind. Nach wenigen Iterationen sind
die Werte der Nebenbedingungen und der Zielfunktion
der optimierten L&sung erreicht und der Optimierer
variiert die Design Parameter nur noch minimal. Dieses
Verhalten ist beispielhaft an dem Konvergenz-Plot des
ersten Flight Points erkennbar, s. Abb. 17 im Anhang.
Die Geometrien des Optimierungsergebnisses sind in
Abb. 6 dargestellt.

Allgemein lasst sich beobachten, dass die Dauer der
Optimierung in der impliziten Single-Point Optimierung
stark ansteigt, da das Ldsen der Trim-Gruppe mittels
des Newton-basierten Ldsungsalgorithmus sehr zeit-
und rechenaufwendig ist. Allerdings nehmen die bend-
tigten lterationen bis die Nebenbedingungen innerhalb
des gewinschten Bereiches sind, im Vergleich zur
expliziten Optimierung, ab.

Iteration ID: 026
Mach: 0.8
Alt: 10 m

Iteration ID: 029
Mach: 0.6

Alt: 10 m
Alpha: 5.731482 deg | Eto: —3.831874 deg
LoadFactor: 2000000 | CM: ~0.000000
SM: dCmy_dAlpha,/dCfz_dAlpha: —0.028723
(Xep—Xcg) feal.: 0.001093

C—drag: 0.006261 | C-lift: 0.012489
dCM_dAlpha: —0.000072 | dCM_dEta: ~0.000128

dCm_dAlpha/dCm_dEta: 0.524534

Objective: —0.060751 >]

LoadFactor: 5.000000 | CM: 0.000000

(Xep—Xcg)/cal.: —0.000019
C—drag: 0.013958 | C-lift: 0.005269

dCm_dAlpha/dCm_dEta: 0.934080
Objective: 0.003724

Alpha: 2.548868 deq | Eta: —2.819232 deg

SM: dCmy_dAlpha/dCfz_dAlpha: —0.060915

dCM_dAlpha: ~0.000154 | dCM_dEta: —0.000165

Des Weiteren lasst sich feststellen, dass sich die Geo-
metrien der Optimierungsergebnisse der verschiedenen
Flight Points nicht so stark unterscheiden, wie in der ex-
pliziten Optimierung. Der Designraum wird durch die vor-
ab geldste Trim-Gruppe auf eingetrimmte Zustande be-
grenzt. Die zusétzliche Variation von « und n wird hier
nicht in das Optimierungsproblem integriert und diese
zusatzlichen Design-Parameter und somit die zusatzli-
chen Mdglichkeiten der Lsung fallen weg. Die verschie-
denen Ergebnisgeometrien machen eine Multi-Point Op-
timierung jedoch weiterhin notwendig.

3.5. Implizite Multi-Point Optimierung

Wie in den vorherigen Single-Point Optimierungen durch
die unterschiedliche Ergebnisgeometrie zu erkennen
ist, ist die Notwendigkeit eines Multi-Point-Optimierers
unerlasslich. Eine gesamte Flight Envelope muss
durch mehrere reprasentative stationare Flight Points
abgebildet werden, welche in einem Multi-Point Opti-
mierungsverfahren zusammen beriicksichtigt werden
mussen. Im vorliegenden Fall wird das Optimierungs-
ziel auf die Static Margin des dritten Flight Points,
dem Cruise-Flugzustand, gesetzt. Somit ergibt sich
zusammengefasst das Optimierungsproblem zu

minimize SMs(D)
w.r.t. Di, 1=1,....np
subject to Dt < D, < Dmax)

0 < CER|; < 1,

—2 < SM; < 0,

Cm,a|j S 07
Cm,n‘j <0,

mit den Indizes j, den Flight Points 1 bis 3. Die Neben-
bedingungen gelten flr jeden Flight Point. Es wird erwar-
tet, dass die Evaluation eines Optimierungsergebnisses
schwer, bzw. nicht gelingt, da die Nebenbedingungen zu
eng gesetzt sind, um eine Ldsung fir die gesamte Flight
Envelope mit denselben Nebenbedingungen zu finden.

Anhand des Konvergenzplots der Zielfunktion in Abb. 9
kann eine deutliche Minimierung der Static Margin iden-

Iteration ID: 014
Mach: 0.8

Alt: 10 m
Alpha: 1.386280 deq | Eta: —0.775567 deg
LoadFactor: 1.000000 | CM: =0.000000
SM: dCmy_dAlpha/dCfz_dAlpha: —0.034366
(Xcp—Xcg)/cal.: 0.000004

C—drag: 0.013599 | C-lift: 0.002810
dCM_dAlpha: —0.000078 | dCM_dEta: —0.000164
dCm_dAlpha/dCm_dEta: 0.478369

>] Objective: —0.096311 >]

Abb. 6. optimierte Geometrien der impliziten Optimierung der Zielkonfiguration in FP1 (links) bis FP3 (rechts)
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Abb. 9. Evolution der Static Margin in der impliziten Multi-
Point Optimierung

tifiziert werden. Die korrekte Implementierung des Multi-
Point Modus ist somit validiert. Unter Beriicksichtigung
aller AusgabegréfBBen zu jedem Flight Point wird die Ziel-
funktion minimiert und eine gemeinsame Geometrie (s.
Abb. 14 im Anhang) gefunden. Das Minimum wird hier
erneut nach wenigen lterationsschritten gefunden und
die Design Variablen in diesem Bereich nur noch mini-
mal variiert.

In den Konvergenzplots der Multi-Point Optimierung mit
den Nebenbedingungen der Zielkonfiguration (s. Abb. 8)
ist deutlich zu erkennen, dass eine Evaluation eines Er-
gebnisses unter Einhaltung aller Nebenbedingungen nur
schwierig, bzw. gar nicht méglich ist. Bei Einhaltung der
Nebenbedingungen in Flight Point 1, werden diese in

den beiden anderen verletzt. Jedoch wird eine Geome-
trie evaluiert (s. Abb. 10), welche der Zielkonfiguration
sehr nahe kommt und als bester Kompromiss fir die ge-
samte Flight Envelope interpretiert werden kann. Inter-
essant ist bei der optimierten Geometrie, dass sich diese
von den Geometrien der impliziten Single-Point Optimie-
rung unterscheidet, obwohl diese untereinander nicht so
stark variieren, vgl. Abschnitt 3.4. Zu Erwarten wére eine
nur minimale Veranderung dieser Geometrien auf eine,
welche sich fir alle drei Flight Points gleichzeitig eignet.

4. ZUSAMMENFASSUNG

Die vorliegende Arbeit hat sich mit der Frage befasst,
wie langjahrig entwickelte industrielle Legacy-Codes, die
oftmals als Blackbox-Module mit stark eingeschrankter
Transparenz vorliegen, in moderne, mathematisch fun-
dierte Optimierungs- und Prozessframeworks eingebet-
tet werden kénnen. Ausgangspunkt war die Beobach-
tung, dass in der industriellen Praxis zahlreiche etablier-
te Werkzeuge zwar eine hohe Reife und Zuverlassig-
keit besitzen, ihre Einbindung in automatisierte, reprodu-
zierbare und multidisziplinare Entwicklungsumgebungen
jedoch aufgrund historisch gewachsener Strukturen er-
heblich erschwert ist. Vor diesem Hintergrund wurde ein
methodischer Ansatz entwickelt, um bestehende Soft-
warebestande systematisch fiir moderne Optimierungs-
strategien zuganglich zu machen.

Im Zentrum der Arbeit stand die Entwicklung einer
Programmierschnittstelle, die es erlaubt, den weit-
gehend verschlossenen inhouse Code SEAPT Uber
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Abb. 8. Konvergenzplot der impliziten Multi-Point Optimierung der Zielkonfiguration
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Abb. 10. Optimierte Geometrie der impliziten Multi-Point-
Optimierung

das Interface AutoSEAPT in das NASA-Framework

OpenMDAO zu integrieren. Durch die Implementierung

standardisierter Schnittstellen konnte eine konsistente

Datenhaltung etabliert werden, welche den Ubergang

von klassischen File-I/O-basierten Prozessen hin zu

speicherinternen, automatisierten Workflows ermég-
licht. Diese Modernisierung stellte die methodische

Grundlage dar, auf der im weiteren Verlauf eine hierar-

chische Framework-Struktur aufgebaut wurde.

Anhand einer generischen Referenzkonfiguration, der

Generic Missile Configuration 3 (GMC3), wurde die

praktische Umsetzbarkeit des Konzepts demonstriert.

Es konnte gezeigt werden, dass auch ein Blackbox-

Code wie SEAPT, dessen innerer Rechenkern nicht

zuganglich ist, durch geeignete Kapselung in hierarchi-

sche Modellstrukturen eingebettet werden kann. Dies
ermdoglichte es, unterschiedliche Optimierungsszenari-
en aufzubauen, die jeweils spezifische Anforderungen
an die Interaktion zwischen Eingangsparametern,

Solvermechanismen und ErgebnisgréBen stellen.

Im methodischen Kern wurden drei Szenarien entwickelt

und evaluiert:

« Explizite Single-Point Optimierungen, bei denen der
Optimierer direkten Zugriff auf SteuergréBen wie
Anstellwinkel oder Ruderauslenkungen erhéalt und
Nebenbedingungen explizit formuliert werden,

« Implizite Single-Point Optimierungen, in denen Trim-
Bedingungen Uber interne Solverprozesse abgebildet
und dem Optimierer nur physikalisch konsistente Zu-
stande prasentiert werden, sowie

« Multi-Point Optimierungen, in denen verschiedene
Zustande der Flight Envelope simultan beriicksichtigt
werden, um robuste geometrische Ldsungen fiir ein
breites Einsatzspektrum zu identifizieren.

Diese Szenarien zeigen exemplarisch, wie aus sche-

matisch aufgebauten Modellhierarchien konkrete ma-

thematische Problemdefinitionen abgeleitet werden
kénnen. Darlber hinaus wurde demonstriert, dass auch
unter den Bedingungen eingeschrankter Zuganglichkeit

Gradienteninformationen extrahiert und fir gradien-

tenbasierte Optimierungen nutzbar gemacht werden

kédnnen. Damit konnte ein wesentliches Hindernis Uber-
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wunden werden, das in der industriellen Nutzung von
Legacy-Codes haufig als limitierender Faktor angese-
hen wird.

4.1. Ausblick

Der zentrale Mehrwert der vorliegenden Arbeit liegt in
der modularisierten Erweiterbarkeit der vorgestellten
Szenariomodelle. Wahrend in industriellen Anwendun-
gen traditionell vor allem isolierte Einzeldisziplinen — wie
hier die Aerodynamik — fur die Optimierung geometri-
scher Konfigurationen genutzt werden, erdéffnet der hier
entwickelte Ansatz die Mdglichkeit einer systematischen
multidisziplinaren Erweiterung.

Ein vorrangiges Ziel zukiinftiger Arbeiten ist die Kopp-
lung der aerodynamischen Analyse mit strukturellen Mo-
dellen, um die bislang statisch-aerodynamischen Szena-
rien zu statisch-aerostrukturellen Untersuchungen aus-
zubauen. Auf diese Weise lassen sich Wechselwirkun-
gen zwischen aerodynamischen Lasten und strukturel-
len Riickwirkungen in ein konsistentes Optimierungsum-
feld integrieren. Dies erhdht die Aussagekraft der Er-
gebnisse erheblich, da die Berlicksichtigung struktureller
Aspekte entscheidend fiir die Realisierbarkeit und Be-
lastbarkeit optimierter Konfigurationen ist.

Darlber hinaus erbffnet die vorgeschlagene Methodik
die Méglichkeit, die Modularisierung nicht ausschlieBlich
auf den hier eingesetzten Low-Fidelity-Legacy-Code
SEAPT zu beschranken. Vielmehr ist vorgesehen, die
Schnittstellenarchitektur so zu generalisieren, dass
auch weitere firmeninterne Softwarewerkzeuge ein-
gebettet werden kdénnen — von Panelmethoden Uber
semi-empirische Ersatzmodelle bis hin zu hochaufgeld-
sten CFD-RANS-Simulationen wie bspw. TAU [13] oder
CODA [14]. Damit wird eine skalierbare Multi-Fidelity-
Architektur geschaffen, die je nach Verfligbarkeit von
Rechenressourcen, Detaillierungsgrad und Fragestel-
lung flexibel eingesetzt werden kann.

Die zukunftige Forschung wird sich folglich auf die Verall-
gemeinerung und den Ausbau der framework-basierten
hierarchischen Modularisierung konzentrieren. Ziel ist
die Etablierung einer robusten, erweiterbaren Plattform,
die es erlaubt, unterschiedliche Disziplinen und Simu-
lationsmethoden in einheitlicher Form miteinander zu
koppeln. Durch diese konsequente Modularisierung
entsteht eine methodische Basis, die nicht nur die hier
demonstrierten aerodynamischen Optimierungsszena-
rien abdeckt, sondern auch den Weg flir umfassende
multidisziplindre Design- und Optimierungsprozesse
eréffnet.
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Anhang

of L.

Abb. 11. GMC3: isometrische, Seiten und Front-Ansicht (von links nach rechts)

Iteration D: 046
Mach: 0.8

Alt: 10 m
Alpha: 1.905858 deg | Eta: 2.591341 deg
LoadFactor: 1.499365 | CM: -0.000694
SM: dCmy_dAlpha /dCfz_dAlpha: —0.124825
(Xcp—Xcg)/cal.: ~0.158289

Iterotion ID: 038
Mach: 0.8

Alt: 5000 m
Alpha: 4.033111 deg | Eta: —29.999991 deg
LoadFactor: 5.228150 | CM: 0.000310

SM: dtmy_dAlpha /dCfz_dAlpha: —0.209326
(Xcp—Xcg)/cal.: 0.028781

Hteration D: 036
Mach: 0.6

Alt: 1000 m
Alpha: 5.009431 deg | Eta: 3.061607 deg
LoadFactor: 1.884856 | CM: —0.000815
SM: dCmy_dAlpha,/dCfz_dAlpha: —0.115142
(¥ep—Xcg)/cal.: —0.059138

C-drag: 0.006578 | C~lift: 0.013253 C-drag: 0.006808 | Clift: 0.010316 C-drag: 0.005191 | C~lift: 0.004213
dCM_dAlpha: ~0.000618 | dCM_dEte: ~0.000234. 4CM_dAlphe: ~0.000837 | dCM_dEto: =0.000010 JCM_dAipha: ~0.000298 | GCM_dEts: ~0.000061
dCm_dAlpha/dCm_dEta: 2.638924 z dCm_dAlpha/dCm_dEta: 87.591623 2 dCm_dAlpha/dCm_dEta: 4.907377

Objective: —0.115137 >l Objective: —0.209324 >| Objective: —0.124825

Abb. 12. optimierte Geometrien der unbeschrankten expliziten Optimierung in FP1 (links) bis FP3 (rechts)

Iteration ID: 034
Mach: 0.8

At: 10 m

Mpha: 1.464687 deg | Eta: —5.683118 deg
LoadFactor: 1.000000 | CM: 0.000000

SM: dCmy_dAlpha,/dCfz_dAlpha: —0.125444.
(Xep—Xeg)/cal.: —0.000150

Iteration 1D: 025
Mach: 0.8

Al 10 m
Alpho: 2.475830 deq | Eta: —10.762804 deg
LoadFaetor: 5.000000 | CM: 0.000000

SM: dCmy_dAlpho /dCfz_dAlpha: —0.149626
(Xcp—Xeg)/cal.: —0.000586

Iteration ID: 010

Alpho: 5532562 deg | Eto: —12.574680 deg
LoadFactor: 2 | CM: ~0.000000

SM: dCmy_dAlpha/dCfz_dAlpha: —0.106845
(Xep—Xeg)/cal.: 0.000001

C—drag: 0.006485 | C—lift: 0.012489 C—drag: 0.013719 | C-lift: 0.005269 C—drag: 0.013577 | C—lift: 0.002810
dCM_dAlpha: —0.000221 | dCM_dEto: —0.000027 dCM_dAlpho: —0.000433 | dCM_dEta: —0.000065 dCM_dAlpha: —0.000300 | dCM_dEto: —0.000070
dCm_dAlpho,/dCm_dEta: 8.055787 n dCm_dAlpha/dCm_dEta: 6.753174 2 dCm_dAlpha/dCm_dEta: 4.214019

Objective: —0.131025 >| Objective: -0.149626 b[ Objective: =0.124776

Abb. 13. optimierte Geometrie der unbeschréankten impliziten Optimierung in FP1 (links) bis FP3 (rechts)

S

Abb. 14. optimierte Geometrie fiir die unbeschréankte Multi-Point Optimierung
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Model: SinglePoint without ImplITrim

Clift Objective: StaticMargin dCm_dAlpha_dCm_dEta
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Abb. 15. Konvergenzplot der expliziten Optimierung der Zielkonfiguration in FP1
Model: SinglePoint without ImplITrim
Clift Objective: StaticMargin dCm_dAlpha_dCm_dEta
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Abb. 16. Konvergenzplot der Optimierung der Zielkonfiguration in FP1 nach Restart
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Mode2: SinglePoint with ImplTrim

Step

Step

LoD Objective: StaticMargin dCm_dAlpha_dCm_dEta
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Abb. 17. Konvergenzplot der impliziten Optimierung der Zielkonfiguration in FP1
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